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Abstract

Grade 91 is a candidate structural material for high temperature advanced reactor applica-
tions. Existing ASME Section III, Subsection HB, Subpart B simplified design rules based
on elastic analysis are setup as conservative screening tools with the intent to supplement
these screening rules with full inelastic analysis when required. The Code provides general
guidelines for suitable inelastic models but does not provide constitutive model implemen-
tations. This report describes the development of an inelastic constitutive model for Gr. 91
steel aimed at fulfilling the ASME Code requirements and being included into a new Section
III Code appendix, HBB-Z. A large database of over 300 experiments on Gr. 91 was collected
and converted to a standard XML form. Five families of Gr. 91 material models were iden-
tified in the literature. Of these five, two are potentially suitable for use in the ASME code.
These two models were implemented and evaluated against the experimental database. Both
models have deficiencies so the report develops a framework for developing and calibrating
an improved model. This required creating a new modeling method for representing changes
in material rate sensitivity across the full ASME allowable temperature range for Gr. 91
structural components: room temperature to 650° C. On top of this framework for rate
sensitivity the report describes calibrating a model for work hardening and softening in the
material using genetic algorithm optimization. Future work will focus on improving this trial
model by including tension/compression asymmetry observed in experiments and necessary
to capture material ratcheting under zero mean stress and by improving the optimization
and analysis framework.
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1 Introduction

1.1 Summary

ASME Section III Division 5, Subsection HB, Subpart B provides simplified design rules
based on elastic analysis results to satisfy deformation limits for Class A components in ele-
vated temperature service. These bounding methods were established as conservative screen-
ing tools and the expectation was that inelastic analyses would sometimes be required. The
simplified design methods were developed based on the assumption of uncoupled plasticity
and creep. When such conditions are not met, the newly developed elastic, perfectly plas-
tic (EPP) evaluation methods could be used as alternative screening tools. Alternatively,
designers could also use full inelastic analysis.

Rules are provided in Subsection HB, Subpart B to satisfy deformation limits for Class
A materials using inelastic analysis results. While specific constitutive models for Class A
materials are not provided in Division 5, paragraph HBB-3214.2 describes the following key
features that are required in the constitutive equations:

• effects of temperature-dependent plastic hardening or softening, including cyclic load-
ing effects;

• primary creep and the effects of creep strain hardening and softening due to reverse
loadings;

• effect of prior creep on subsequent plasticity and vice versa.

Since constitutive equations are not provided in Division 5, designers would need to document
and justify in the Design Report the model employed to generate inelastic analysis results for
design evaluations per Division 5 requirements on deformation limits for structural integrity.
In order to address this gap, an ASME code committee was formed to develop constitutive
equations for Class A materials and to establish guidance on inelastic analysis methods for
incorporation in a new appendix, HBB-Z, of Division 5, Subsection HB, Subpart B. This
work develops a constitutive model for one of the Class A materials, 9Cr-1Mo-V, or Gr. 91
steel, in support of Division 5 Appendix HBB-Z development.

This report describes and collects the data required to calibrate a full inelastic consti-
tutive description of Gr. 91, evaluates the performance of existing constitutive models, and
describes the initial development of a new, improved model for Gr. 91 that spans the full
expected temperature and strain rate conditions reactor structures will see in service. The
report identifies the key deformation mechanisms a successful model must capture and relates
these mechanisms to the microstructure of Gr. 91. The experimental database assembled
here collates the results of over 300 experiments on Gr. 91 material suitable for model cali-
bration. Five families of Gr. 91 material models in the literature are identified. From these
five the report describes the implementation of two of the most promising and compares the
response of these two models to the experimental database. This comparison shows both
models fail to adequately capture the strain rate sensitivity of Gr. 91 across the full expected
temperature range and so a new method for representing material rate sensitivity is devel-
oped and calibrated directly against the experimental database. Finally, the report describes
adding models for work hardening and softening in Gr. 91 to the model for rate sensitivity to
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Prior austenite GB

Packet boundary

Block boundary

Lath subboundary
(typical)

Figure 1.1: Sketch of a typical Gr. 91 prior austenite grain. Only the PAG and packets are
approximately equiaxed. The block and lath structure is laminar and aligned, based on a
common martensite to austenite transformation.

develop a complete constitutive description of the material. Ultimately, this material model
will be calibrated with genetic optimization methods to the complete experimental database.
However, these algorithms only fit coefficients; they do not determine the form of the model.
Furthermore, this report demonstrates genetic algorithms need a good starting population
of models and good bounds on the model parameters to produce a good final model. So the
report describes the manual calibration of a viscoplastic model for Gr. 91 at 550° C. This
model, with some possible future improvements to capture tension/compression asymmetry
observed in Gr. 91, determines the form of the model for the genetic optimization and will
provide the optimization scheme with a good starting candidate to further optimize against
the full data set. Finally, the report summarizes the accomplishments of the project over
this fiscal year and describes future work required to develop a final model for Gr. 91.

1.2 Gr. 91 microstructure

Gr. 91 has a complex microstructure. On the coarsest scale the microstructure of Gr. 91,
and tempered martensite steels in general, consists of collections martensite laths arrange
inside larger prior austenite grains (PAGs) [5, 30]. The laths inside a PAG can be grouped
into blocks which all followed the same austenite to martensite transformation and packets of
roughly-parallel, aligned blocks. Subgrain boundaries developed during tempering separate
laths within a block [28]. These subgrains can be viewed as a consequence of the dense
dislocation structure. The mean PAG size is 30µm and the mean lath size is 0.2µm [28].
There are generally several packets per PAG, with packet sizes around 30µm and individual
blocks have mean width of 1µm. Figure 1.1 schematically illustrates the PAG substructure.

Initial dislocation densities in the laths are the on order of 1013m−2, arranged in a dense,
planar honeycomb structure [30]. Dispersed in the substructure are a variety of carbide
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and nitride precipitates, primarily located along lath and prior austenite grain boundaries
[5, 30]. The dispersion of these fine precipitates is thought to play a critical role in developing
increased creep strength at elevated temperatures [2, 31]. Precipitate sizes are on the order
of 100 nm [58]. Additionally, after tempering, α-ferrite matrix forms along lath and PAG
boundaries [30].

This PAG substructure substantially coarsens during plastic deformation. The dense lath
dislocation structure relaxes considerably, leading to a coarsening of the subgrains [30, 18].
Choudhary and Isaac Samuel [18] observe that, at the end of a long period of creep deforma-
tion, even PAG boundaries become indistinct, indicating a substantial rearrangement of the
microstructure. Additionally, as creep deformation progresses the precipitates also coarsen,
increasing in size [18]. These changes to the substructure suggest plausible mechanisms for
plastic deformation.

1.3 Deformation mechanisms

The usual mechanism of plastic deformation in ferritic/martensitic steels at moderate strain
rates (around the range 10−6 s−1 to 10−2 s−1) and temperatures (above room temperature but
below the recrystallization temperature) is the glide of dislocations between microstructural
obstacles and various mechanism these glissile dislocations use to overcome the energy barrier
presented by an obstacle [40]. These obstacles may be fine precipitates, solute atoms, or,
commonly, other sessile dislocations. The mechanism of dislocation glides has only moderate
temperature dependence and, in this temperature and strain rate regime, occurs much faster
than the processes a dislocation uses to overcome an obstacle [40]. Therefore, the kinetics
of overcoming these obstacles governs the deformation of the material.

When a glissile dislocation glides into a sessile dislocation the stress field of the two
can interact to oppose continued motion. This interaction forms a jog, increasing the sessile
dislocation density in the grain and increasing the force required to subsequently move glissile
dislocations through the dislocation structure. Similar pinning mechanisms can be observed
for precipitates and solution strengthening mechanisms. These pinned dislocations are the
simplest explanation of work hardening in conventional metal alloys.

However, several mechanisms can unpin such a dislocation, leading to continued glide.
One important mechanism in ferritic/martensitic steels is edge dislocation climb. Here an
edge dislocation, assisted by atomistic diffusion, moves perpendicular to its glide plane.
Often this mechanism can cause two dislocation segments with opposite burgers vectors to
meet, leading to their annihilation, a decrease in the overall dislocation density, and an
overall reduction in the work hardening rate. In Gr. 91 the initial dislocation structure is
so dense that relaxation leads to work softening. Climb is a thermally-activated mechanism,
requiring some free kinetic energy to carry out the diffusion-aided process. This free energy
can be provided by the thermal vibration of the lattice atoms, measured by the absolute
temperature of the system, or the kinetic energy of the dislocation itself, represented by the
system strain rate. Again, because dislocation glide occurs much quicker than climb it is the
kinetics of the climb process that governs the deformation of the material.

At higher stresses, near to the yield stress, and lower temperatures creep in Gr. 91 steels
essentially occurs through this same mechanism: a combination of dislocation glide and climb
with the kinetics of climb controlling the deformation rate [58]. At lower stresses a purely
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diffusion governed mechanism develops instead [58]. There is some debate in the literature
as to the exact form of this mechanism, any of Coble creep [20], Harper-Dorn creep [32], and
Herring-Nabarro creep are plausible [33]. An additional plausible mechanism for softening
at low stresses is the diffusion of solute atoms to the precipitates, resulting in precipitate
coarsening and a reduction in solution hardening.

As with the glide/climb mechanism all these plausible diffusional mechanisms are thermally-
activated. Therefore, the deformation of Gr. 91 at both high and low stresses is controlled
by the availability of free kinetic energy in the material structure. Furthermore, at moderate
temperatures there is essentially no difference between the mechanisms of creep and plastic
deformation – they are both governed by the climb of dislocations. Therefore, the two mech-
anisms are inextricably linked. The next chapter applies this concept of thermal activation
to describe a large collection of experimental results measuring the material flow stress in a
wide range of experimental conditions.
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2 Experimental Data

2.1 Thermomechanical conditions

The maximum use temperature for Gr. 91 in ASME Division 5, Subsection HB, Subpart B
is 650° C. Hence a constitutive model for Gr. 91 in support of the development of the new
Division 5 Appendix HBB-Z on inelastic analysis methods for Class A materials is required
to represent the material response ranging from room temperature to the maximum use
temperature in the Code.

At elevated temperatures creep and cyclic plasticity are not independent deformation
mechanisms [16, 44]. A successful model must capture creep-fatigue interaction in the service
temperature range as accurately as possible. The best source of experimental data are then
cyclic tests with stress or strain holds during the cycle, allowing for creep or stress relaxation
to occur in concert with cyclic fatigue. While many experiments of this type are reported in
the literature [24, 26, 25, 27, 30, 67, 35], only a few reports provide useful data for calibrating
a material model, i.e. details of the cyclic stress/strain response rather than simply failure
life data. Second best are stress or strain controlled cyclic experiments without hold times
and creep and stress relaxation experiments without cycling. There is a large amount of
data available of these types. The cyclic experiments can constrain the kinematic hardening
and cyclic softening properties of a material model while the creep and stress relaxation
experiments describe the material rate dependence.

Uniaxial tension tests at service conditions and rates are useful for calibrating model rate
sensitivity and base flow stress. Additional uniaxial tension data at various temperatures
and strain rates can help describe the material rate sensitivity. Data from creep experiments
is required to determine tertiary creep response.

Finally, several experiments should be recognized that are not included in the experi-
mental database detailed in the next subsection. Fournier et al. [24, 26, 25] conducted an
extensive series of combined creep/fatigue experiments. However, there data is presented in
terms of accumulated creep/fatigue damage and cycles to failure and so is of limited help in
fitting a model. However, these tests serve as a good source of data for the final validation
of a calibrated model. Several other works describe experimental data in a similar format or
in some way otherwise incompatible with the standard formats adopted here and so are not
included in the database: [19, 30, 59]. In addition to more standard experiments, Yaguchi
and Takahashi [67] conducted a series of innovative multiaxial fatigue tests. The database
includes the data from their more conventional tests but excludes the multiaxial tests as it
is difficult to succinctly summarize the loading conditions in such as way as to allow quickly
simulating the tests with a prospective material model. Lastly, data provided in Kloc and
Sklenička [37] was excluded from the fit database because all the data collected from that
paper are extreme outliers. The cause of this discrepancy is currently unknown – it may
reflect differences in processing and forming conditions.

2.2 Sources and summary of experimental data

Given the criteria described in the previous subsection, Table 2.1 lists the sources of experi-
mental data identified in the literature. The table cites the work and summarizes the types
of data the source provides.
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Source Data provided
Choudhary and Isaac Samuel [18] Creep tests
Kim and Weertman [35] Strain controlled fatigue tests, including some with holds
Kimura et al. [36] Creep tests
Koo and Lee [42] and Koo and Kwon [41] Strain controlled fatigue and stress relaxation
Latha et al. [45] Tension and creep tests
Personal communication with M. Li Tension tests & strain controlled fatigue tests,
of Argonne National Laboratory including holds
Maruyama et al. [47] Long term creep tests
Swindeman [61] and Swindeman [62] Tension and creep tests
Yaguchi and Takahashi [65] Tension and stress relaxation tests
Yaguchi and Takahashi [67] Tension and stress and strain controlled fatigue tests,

including some with holds

Table 2.1: Overview of the experimental data included in the database.

Data from all these sources was collated into a standard XML format described in Ap-
pendix A. All together the database contains 329 individual experiments spanning a large
range of temperatures and strain rates.

The large quantity of information in the database makes fitting or comparing models to
the data difficult. Each experiment represents a time series of stress/strain data under a
some defined loading and environmental conditions. A complete comparison with a model
would then plot both the experiment’s stress/strain series and the corresponding stress/strain
history generated from the model under the same loading and environmental conditions.
Repeating this process for each experiment would generate several hundred plots, making a
full comparison difficult. Additionally, for cyclic experiments a stress/strain plot can obscure
features of interest. Typically plots summarizing the results of cyclic experiments plot one
or multiple of the maximum, minimum, and mean stress or strain (depending on how the
load was applied) versus the cycle number. These plots better illustrate the development of
cyclic hardening or softening and the possible evolution of ratcheting strain.

Data reduction is then a critical task. Ideally, the full data set would reduce to a limited
number of plots summarizes critical features over a large range of experimental conditions.
Comparing a model to the experiment data still requires simulating a large number of full
stress/strain histories, but at least the results can be compactly summarized. The next few
sections describes various methods of collecting multiple experiments, or critical features of
experiments, into a single plot summarizing the data.

2.2.1 Yield stress and work hardening under monotonic loading

The Kocks-Mecking approach [40, 38, 39, 48] to determining the rate dependence of a material
is described in more detail in Section 2.3. Here their idea of a normalized activation energy
combining temperature and strain rate effects

g =
kT

µb3
log

ε̇0

ε̇
, (2.1)
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Figure 2.1: Plot summarizing the yield stress data obtained from monotonic tension tests.

with k the Boltzmann constant, T the absolute temperature, µ the temperature dependent
shear modulus, b a relevant Burgers vector, ε̇0 a reference strain rate, and ε̇ a characteristic
strain rate describing the material deformation. Here log is the natural logarithm. Section
2.3 also describes the temperature-dependent shear modulus and the reference strain rate
used to calculate the normalized activation energies for Gr. 91.

Figure 2.1 plots the yield stress determined in monotonic tension tests, normalized by
the shear modulus, versus the normalized activation energy. The data collapses to a linear
relation within two energy ranges, reflecting a change from a rate-independent deformation
mechanisms to a rate dependent mechanism at higher temperatures.

Figure 2.2 plots the stress/strain data from two monotonic tension tests – one at room
temperature (20◦C) and one at high temperature (600◦C) [61]. These two curves are typ-
ical for the two temperature regimes. Gr. 91 exhibits work hardening behavior at lower
temperatures but then transitions to work softening behavior at higher temperatures [35].
Microstructural characterization during high temperature (550◦C) indicates recrystallization
and dynamic recovery from initially high dislocation densities cause the observed work soft-
ening [35]. Studies on other ferritic-martensitic steels indicate the interplay between recovery
mechanisms affecting the dislocation structure without strong recrystallization and full re-
crystallization depends on the initial amount of cold work, and hence the initial dislocation
density [3].

Both mechanisms are thermally activated and so the rate of work softening should depend
on the Kocks-Mecking normalized activation energy. However, traditional models assume the
rate of work hardening via Stage II processes is athermal [56]. Proceeding from these assump-
tions and assuming first order recovery and the usual Taylor relation between dislocation
density and flow stress yields a Voce model [55, 39]. Such a model predicts an increase or
decrease in flow stress from the initial value, saturating at some constant level. The usual
Voce model cannot predict an initial increase in flow stress (work hardening) followed by a
peak value and then a decrease. Several flow curves in the dataset show this behavior.
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Figure 2.2: Two typical uniaxial tension test stress/strain curves. At lower temperatures Gr.
91 exhibits work hardening, at higher temperatures work softening behavior. Plots show
true stress and strain.

Figure 2.3: Empirical Voce + linear isotropic hardening/softening scheme.
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Figure 2.4: Plots of the hardening parameters σmax and θ0 normalized by the temperature
dependent shear modulus µ versus normalized activation energy g. Plots are generated using
true stress and true strain data.

An extended Voce model

σf − σy
µ

= σmax

(
1− e−ε(θ0+θsoften)/σmax

)
− θsoftenε (2.2)

fits the softening flow curves with σf the flow stress, σy the yield stress, µ the temperature-
dependent shear modulus, ε the accumulated plastic strain, and σmax, θ0, and θsoften temperature-
dependent parameters. Figure 2.3 shows a schematic representation of the hardening curve
generated by this model. Figures 2.4a and b plot σmax and θ0 assuming they are functions
of the Kocks-Mecking normalized activation energy. If a test did not significantly harden
σmax = 0 and Fig. 2.4 omits the data point. Figure 2.4a indicates the maximum work
hardening stress decreases as the activation energy increases. This indicates an increase
in the energy available for thermal recovery mechanisms, thereby lowering the amount of
work hardening. Figure 2.4b shows the initial work hardening slope is independent of tem-
perature and strain rate, when normalized by the temperature-dependent shear modulus.
This is common in many FCC and BCC metals. The value of this slope is approximately
θ0 = 0.075µ.

Figure 2.5 plots the slope θsoften, normalized by the shear modulus, as a function of
g. This figure does not suggest a practical model for θsoften, likely because the terminal
hardening slope in a tension test is a function of both thermally activated soften mechanisms
and the necking in the test specimen. Cyclic tests better separate material softening from
geometric localization of the test specimen. However, the plot does indicate an abrupt change
in mechanism around g = 0.4, matching the trend indicated by the yield stresses.
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Figure 2.5: Plot of the terminal softening slope θsoften/µ versus normalized activation energy.

2.2.2 Cyclic experiments

2.2.2.1 Strain controlled cyclic softening

The prominent feature of Gr. 91 in strain controlled cyclic tests is the development of cyclic
softening. As the material accumulates strain the flow stress tends to decrease. This behavior
becomes more severe at higher temperatures.

All the collected strain controlled cyclic tests were for fully reversed loading. This sub-
section focuses on cyclic softening and only considers experiments without a strain hold built
into the cycle. Factors affecting the decay of the flow stress, as a function of accumulated
cycles or strain, are the temperature and strain rate of the test as well as the strain range of
the experiment. Until failure, characterized by a sharp drop in the flow stress, exponential
decay from an initial value to a final value well represents most of the data. Figure 2.6 plots
the pre-failure saturated flow stress, normalized by the shear modulus, as a function of the
normalized activation energy. With the exception of one outlier the data follow a straight
line, implying the work softening processes are thermally activated. The amount of work
softening increases with increasing activation energy.

2.2.2.2 Strain ranges and ratcheting in stress controlled cyclic tests

Material ratcheting can develop in Gr. 91 uniaxial tests when loaded with non-symmetric
cyclic stresses. Some evidence exists for ratcheting even under fully reversed loading, strongly
suggesting tension/compression material asymmetry. Creep fatigue experiments incorporat-
ing a stress hold at the minimum or maximum stress can increase the amount of material
ratcheting. This hold induces preferential creep causing additional, non-symmetric straining
that induces ratcheting.

These kind of fatigue experiment provide valuable data on the interaction of creep and
plasticity in Gr. 91. However, the results are difficult to summarize. In general, the strain
values during each cycle depend on the stress ratio R, the hold time on each end of the cycle,
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Figure 2.6: Saturated decay stress, normalized by the temperature-dependent shear modulus,
versus normalized activation energy.

and the applied stress value in addition to the temperature and loading rate. Baring some
simplified method of presenting the data, Figures 2.7 a and b provide full results (maximum
strain versus cycle) for groups of similar experiments. Figure 2.7a plots data for tests with
σ = 400 MPa, T = 550◦C, σ̇ = 50 MPa/s, and no holds for different values of the load
ratio R. Figure 2.7b plots results for tests with σ = 320 MPa, T = 823 K, R = −0.9375,
and no holds for a variety of strain rates. Finally, Fig. 2.7c shows results for a test with
σ = 320 MPa, T = 550◦C, σ̇ = 50 MPa/s but increasing hold times on the maximum-stress
end of the cycle.

2.2.3 Creep tests

Kocks and Mecking originally applied their theory to yield and work hardening data from
uniaxial tension experiments. As demonstrated in the next section, this form of model
reasonably describes the rate sensitivity of deformation for a wider variety of tests, including
creep and stress relaxation. Gr. 91 typically exhibits a short period of higher, decreasing
creep rates typical of primary creep behavior during the initial part of the creep deformation.
It is characterized by the decrease of the creep rate from the initial high value towards a
minimum. The time to reach the minimum creep rate is approximately one-third of the creep
rupture time over a considerable range of stress levels. Then, after reaching the minimum
creep rate, the deformation creep rate in Gr. 91 typically begins increasing again without
any significant prolonged period of constant-rate secondary creep. The increase in the creep
rate becomes rapid as the final creep rupture is approached. In this regime creep damage, in
the form of cavitation, dominates over the deformation due to dislocation motion. However,
the Division 5 Code rules would preclude a component reaching this regime under sustained
loading. Thus, the creep rates of interest for the consideration of the Kocks-Meeking model
would be bounded by the initial primary creep rate and the minimum creep rate. Because
the life of in-service components should not extend to failure, primary creep followed by a
period of pseudo-secondary creep at the minimum creep rate may sufficiently characterize
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Figure 2.7: Results from a variety of stress controlled cyclic tests. a) Effect of load ratio R,
b) effect of loading rate σ̇.
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Figure 2.8: Kocks-Mecking plots of the minimum creep rate (a) and initial primary creep
rate (b) from the experiments.

the material for design purposes.
Figures 2.8a and 2.8b characterize the initial primary and minimum creep rates from all

the creep experiments in the Kocks-Mecking framework. They plot the normalized activation
energy, computed with the initial (a) and minimum creep rates (b), versus the applied dead
load, normalized by the temperature dependent shear modulus. The plots illustrate the log-
linear relation between the normalized activation energy and the creep rate except at high
activation energies (high temperatures).

2.3 Rate sensitivity

The strain rate sensitivity of the flow stress is critical in the determination of a constitutive
model framework. If the material is rate insensitive then the model can separate the con-
tributions of creep and plasticity to inelastic strain and develop separate models for each
deformation mechanism. However, if the material is rate sensitive then creep and plasticity
will be coupled, requiring a viscoplastic material model representing the interaction between
the two mechanisms.

Usually, the equation
σ = Kε̇m (2.3)

ise used to describe the strain rate sensitivity of some flow stress or back stress σ in terms
of the rate sensitivity exponent m. The temperature and the timescale of the deformation
mechanism can affect the instantaneous value of the rate sensitivity exponent. For exam-
ple, steels are typically considered rate insensitive at room temperature but rate sensitive
at elevated temperatures, implying a change in the rate sensitivity exponent at some crit-
ical temperature. Furthermore, while a power law is often used to describe both the rate
sensitivity of the flow stress in monotonic tension tests and in creep experiments, the rate
sensitivity of the deformation mechanisms activated in these different experiments may be
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different. To a large extent, the rate sensitivities of Gr. 91 steel will dictate the form of the
constitutive relations.

2.3.1 In tensile experiments

Kocks and Mecking developed a framework that unifies the treatment of the rate and tem-
perature dependence of the flow stress in standard metal alloys [40, 38, 39]. Their framework
relies on two concepts.

1. The flow stress is proportional to the current, temperature dependent shear modulus.
This reflects that the stress required for a dislocation to overcome an obstacle on the
microscale generally scales with the current elastic properties of the material. For
example, the stress field of a screw dislocation scales with the shear modulus µ.

2. The time required for a dislocation to overcome an obstacle on the microscale gov-
erns the rate of plasticity on the macroscale. This time will depend on the energy
barrier presented by an obstacle and on the free energy available to the disloca-
tion. This free energy can be expressed in terms of a normalized activation energy
g = (kT ) / (µb3) log (ε̇0/ε̇) with k the Boltzmann constant, T the absolute tempera-
ture, b the Burgers vector, and ε̇0 some reference strain rate.

Accepting these concepts, the normalized flow stress σf/µ should scale with the normalized
activation energy g. Calculating the normalized flow stress requires the shear modulus as a
function of temperature. For the analysis, the equation

µ (T ) = µ0 −
D

exp (T0/T )− 1
(2.4)

describes the temperature dependent shear modulus, with µ0 = 88100 MPa, D = 10870 MPa,
and T0 = 331 K. These calibrated material coefficients are a best fit to the temperature
dependent Young’s modulus values in ASME BPVC Section II, Part D, Table TM and the
constant, temperature independent Poisson’s ratio ν = 0.30. Figure 2.9 compares the Code
values to the calibrated model.

Calculating the normalized activation energy requires knowing the reference strain rate
ε̇0. The results of the final analysis are typically insensitive to this parameter, provided it
is in a physically reasonable range of ε̇0 > 106 s−1. The reference strain rate ε̇0 = 1012 s−1

used here was obtained by repeating the Kocks-Mecking analysis used to generate Fig. 2.10
several times and finding the optimal value of ε̇0 that best fits the data to the bilinear form
described below. The Kocks-Mecking analysis is extremely insensitive to this parameter for
Gr. 91, provided ε̇0 > 107 s−1. For Gr. 91 this analysis uses b = 2.48 Å, that of BCC ferrite.

Figure 2.10 shows the results of applying the Kocks-Mecking procedure to two flow
stresses: the 0.2% offset yield stress and the flow stress at 2.5% strain, using all available
tension test data in the final experimental data set. A bilinear functional form, with zero
slope at low energies fits the data for both flow stresses. This functional form indicates a
clear transition between rate insensitive and rate sensitive deformation at a normalized acti-
vation energy of g = 0.4. The slope of the curves in the rate sensitive regions are −a = −6.3
for the yield stress and −a = −6.8 for the flow stress at 2.5% strain.
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Figure 2.9: Temperature-dependent shear modulus model compared to shear modulus values
for Gr. 91 calculated from the ASME BPVC Section II, Part D, Table TM values of Young’s
modulus and the Section II temperature-independent Poisson’s ratio.
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Figure 2.10: Kocks-Mecking, Arrhenius-type analysis of the a) yield and b) flow stress at
2.5% strain of Gr. 91, using all the identified monotonic data. The graphs plot the stress,
normalized by the temperature-dependent shear modulus of the material versus the normal-
ized activation energy. Both plots indicate a transition from rate insensitive deformation to
rate sensitive deformation at a normalized activation energy of about g = 0.4. Both plots
use the same reference strain rate ε̇0 = 1012 s−1.
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Assuming a typical strain rate of 10−6 s−1 for a quasi-static tension test at room tem-
perature, this analysis indicates that Gr. 91 should exhibit rate-independent flow below
Tcrit ≈ 460◦C . At the extremely low rates typical of creep deformation (10−8 s−1 ) this
threshold could decrease to Tcrit = 400◦C.

The Kocks-Mecking analysis fits into the usual power law dependency equation. The
analysis indicates, in the rate sensitive region,

log
σ

µ
= −a kT

µb3
log

ε̇0

ε̇
− c (2.5)

or

σ = µe−c
(
ε̇

ε̇0

)akT/(µb3)
(2.6)

implying

m (T ) =
akT

µb3
(2.7)

K (T ) =
µe−c

ε̇
akT/(µb3)
0

(2.8)

in the usual rate-sensitivity model (Eq. 2.3).

2.3.2 In creep experiments

The minimum creep rate is usually described with a power law of the form

ε̇ = Cσre−Q/(kT ). (2.9)

Formulating a different power law that describes the temperature and stress dependence
reasonably with the form

ε̇ = ε̇0e
cµb3/(akT )

(
σ

µ

)µb3/(akT )

(2.10)

allows direct compatibility with the Kocks-Mecking formulation.
While this form is functionally equivalent to the Kocks-Mecking formula used above to

model the uniaxial tension tests, the actual constants ε̇0, a, and c may not be the same, as
the mechanisms controlling rate-dependent flow at the strain rate of a uniaxial tension test
may not be the same as the mechanisms causing rate-dependent creep under a constant dead
load. To determine what, if any, differences occur between the rate sensitive response of Gr.
91 in the two deformation regimes we can generate plots similar to 2.10 above, now using
the minimum creep strain rates and dead load stresses instead of the monotonic stress/strain
data.

Figure 2.11 is a Kocks-Mecking plot using the minimum creep strain rates as ε̇ and the
applied dead load stresses as σ. Some experiments were excluded from this plot of their creep
strain versus time data was too scattered to calculated a reasonable minimum creep rate via
finite differencing. This typically occurred if there were too few data points in the digitized
creep curve. Here ε̇0 was optimized to find the best single line fit to the data, as opposed
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Figure 2.11: Kocks-Mecking plot of the minimum creep rates from 96 experiments.

to the bilinear form used earlier. As before, the fit is insensitive to the value of ε̇0 so, as
before, ε̇0 = 1012 s−1. Three lines show various model fits, using Eq. 2.10 and this reference
strain rate. The solid line shows the model with optimal fit parameters (−a = −7.7) while
the two dashed lines show fits with the slopes fixed to the optimal slopes for the yield stress
(−a = −6.3) and flow stress at 2.5% strain (−a = −6.8 ) but the intercept varied to produce
an optimal fit. All three curves fit the data well, implying only two regimes of rate-sensitivity:
rate insensitive deformation (a = 0) at low normalized activation energies (g < 0.4) and a
regime of rate sensitive deformation at higher activation energies with slope a in the range
of −6.3 to −7.7.

2.3.3 Combined model

Work hardening complicates combining the three previous Kocks-Mecking analyses (yield
stress, flow stress at 2.5% strain, and creep stress) into a single figure. Kocks-Mecking anal-
ysis relates the macroscale stress required to overcome some set of microstructural obstacles
(i.e. a dislocation structure) to the normalized activation energy the population of glissile
dislocations can use to slip past those obstacles. Presumably each sample in each experi-
ment has a different obstacle distribution because of its different history. However, assuming
reasonable similarity in processing between different heats of material, the yield stress in the
uniaxial tests represents the flow stress required to overcome some standardized set of obsta-
cles – the as-delivered, initial microstructure. Without adopting a model for work hardening
we cannot reduce the other two cases to a standardized obstacle density and so, strictly,
should not assume the stresses in these cases represent the stress required to overcome a
particular obstacle distribution.

However, creep tests are typically performed at stress levels less than or very close to the
yield stress, meaning there will be little change in the microstructure from the as-delivered
structure before creep begins. Reasonably then creep tests can be included along with the
uniaxial tension yield data, as both begin from (approximately) the initial microstructure.
Furthermore, stress relaxation test data can also be included assuming relaxation begins
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Figure 2.12: Kocks-Mecking plot combining data from the uniaxial tension and creep exper-
iments.

after only limited work hardening. For the stress relaxation tests we must adopt a different
strain rate to calculate the normalized activation energy, as the total strain rate in stress
relaxation tests is zero. Assuming a partition of strain into

ε = εe + εin, (2.11)

where εin lump all inelastic contributions, then

ε̇ = ε̇e + ε̇in = 0 (2.12)

ε̇e = −ε̇in (2.13)

and we reasonably adopt the rate of elastic strain as the Kocks-Mecking strain rate. This
elastic strain rate is

ε̇e =
σ̇

E
(2.14)

which can be computed from the stress relaxation rate. Each stress relaxation test then
provides multiple data points for Kocks-Mecking analysis, as each test provides multiple
(σ, ε̇e) pairs. These data are culled to provide a limited number of pairs, evenly log-spaced
across the strain rate range probed by the experiment.

Figure 2.12 then combines the yield stress, creep test, and stress relaxation data, including
data from 44 uniaxial tension tests, 193 creep tests, and 10 stress relaxation tests. This plot
is a master curve for the rate sensitivity of Gr. 91. It shows that all the data considered
so far, excepting outliers, fall onto a bilinear curve with rate insensitive and rate sensitive
regimes. Again, this curve uses ε̇0 = 1012 s−1.

The final, fitted transition point for the combined dataset is gcrit = 0.41 and the slope of
the rate-sensitive region is a = 6.5.

Using a value of gcrit = 0.41 Fig. 2.13 plots the boundary between rate-independent
and rate-dependent behavior in terms of temperature and strain rate. Figure 2.13a shows
a full temperature range while Fig. 2.13b zooms in to the range where the strain rates
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Figure 2.13: Plots show the regions of rate sensitivity for Gr. 91 in terms of temperature
and strain rate. a) shows a full temperature range and b) zooms into the temperature range
where the corresponding strain rates are experimentally accessible.

are experimentally accessible. This plot predicts the material will be rate-insensitive for all
accessible strain rates until approximately 450◦C, which is in agreement with the previous
results using only the tensions tests.

Figure 2.14 plots the classical rate sensitivity exponent m from Eqs. 2.3 and 2.7 versus
temperature. This plot only shows the rate sensitivity implied by a Kocks-Mecking model
with slope a = 6.5. The plot does not reflect the mechanism change at gcrit = 0.41.

A later chapter develops a method for converting the experimental master curve into a
numerical constitutive model for material rate sensitivity.
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Figure 2.14: Plot of temperature dependent rate sensitivity exponent m implied by the
Kocks-Mecking model with a = 6.5.
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3 Viscoplastic material models

3.1 General framework

Small strain theory is adequate to comply with the Division 5 rules for Level A and B
operations. Therefore, models treat the total strain as small and additively decomposed into
a contribution from elasticity and an inelastic contribution

ε̇ = ε̇e + ε̇in (3.1)

where ε̇ describes the total small strain rate, ε̇e is the elastic strain rate, and ε̇in represents
the contribution of coupled creep-plasticity. The elastic strains remain small for engineering
metals and are reasonably related to the stresses via Hooke’s law so the model becomes

σ̇ = C : (ε̇− ε̇in) (3.2)

with C the temperature-dependent elastic stiffness tensor and σ̇ the stress rate. On the
macroscale Gr. 91 is elastically isotropic and previous work establishes the temperature
dependence of the elastic constants. Therefore, a macroscale constitutive model for Gr. 91
reduces to choosing a model for the inelastic strain rates ε̇in.

Many of the models for Gr. 91 identified in the literature are Perzyna formulations where
the inelastic strain rates under isothermal conditions take the form

ε̇in = g (σ,q, T ) ṗ (σ,q, T ) = g (σ,q, T )

〈
f (σ,q, T )

D (T )

〉n(T )

(3.3)

where g is the direction of inelastic flow, as a function of stress, some set of evolving internal
variables q, and temperature, ṗ is the rate of plastic deformation as a function of the same
quantities, f is a function, generally describing some reference yield surface , D is the material
fluidity, and n the material rate sensitivity. Furthermore, all the identified models take on
the specific form of a Perzyna formulation based on J2 plasticity with combined isotropic
and kinematic hardening. The equation

ε̇in =
σ −X (q)

J2 (σ −X (q))

〈
J2 (σ −X (q))− σiso (q)

D (T )

〉n(T )

(3.4)

describes all identified models where J2 is the second deviatoric stress invariant, X is some
backstress describing kinematic hardening, and σiso is an isotropic hardening parameter,
both functions of the internal variables. In the context of strain controlled, one dimensional
cyclic plasticity isotropic hardening represents a uniform expansion or contraction of the
hysteresis loop while kinematic hardening represents a shifting or skewing of the loop due
to ratcheting or the Bauschinger effect. A model for Gr. 91 requires some description of
kinematic hardening to account for ratcheting deformation and the evolution of the hysteresis
loop with cyclic loading, while the various models described below do not have a uniform
interpretation of isotropic hardening. Some models use the isotropic term to represent work
softening, some use it to represent material effects like dynamic strain aging, and some omit
isotropic hardening entirely.
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Nearly all empirical models for viscoplasticity fall into the framework described here.
These models are empirical because the kinematic hardening backstress, the isotropic hard-
ening parameter, and the use of the J2 invariant do not have immediate physical interpreta-
tions. Furthermore, this general form does not describe how the model parameters and the
evolution of the state should change with temperature. Without such a theory the models,
with one exception, either fit different sets of constants for different temperatures or provide
highly empirical interpolation formulas relating the temperature to the model parameters.
However, despite lacking a direct connection to the lower scale physics, this form of model
has been used successfully many times to predict the deformation of engineering structures
under thermo-mechanical cyclic load.

3.2 Gr. 91 material models in the literature

The only difference between the various models in the literature are the choice of the inter-
nal variable set q, the ordinary differential equations describing the evolution of the state
q̇ (σ,q, T ), the maps X (q) and σiso (q) taking the state to the kinematic and isotropic hard-
ening variables, and the temperature dependence of the model parameters. The majority of
the models adopt the form described by Chaboche [14, 6, 11, 7, 8, 16, 9, 12, 15, 13, 10], with
some slight modifications, for the kinematic hardening backstress X

X =
nx∑

i=1

Xi (3.5)

Ẋi = Ci

(
2

3
aig −Xi

)
ṗ− γiJ2 (Xi)

m−1 Xi (3.6)

where Ci, ai, γi, and m are all temperature-dependent empirical parameters. Furthermore,
the majority of the models adopt a Voce form for the isotropic hardening

σ̇iso = R (q − σiso) ṗ. (3.7)

This form assumes isothermal conditions. The differences between models are the tempera-
ture dependence of the parameters, the number of backstresses and the presence or absence
of the static recovery term on each backstress, the initial conditions for the state, and tweaks
to the basic formulation – for example, making some state evolution constants evolve with
time.

Table 3.1 summarizes five categories or families of models identified in the literature.
These are grouped by family because often the same authors or a subset of the authors
revisited and revised the model in later publications. Where possible this report analyzes the
latest version of each model family. The table briefly describes the model in the framework
given above. All the models follow the form outlined in 3.1 and most follow a generalized
Chaboche form. For the Chaboche models the table contains a brief description of the scheme
used to vary the model parameters with temperature and a brief description of any changes
from the basic Chaboche form described by Eqs. 3.5, 3.6, and 3.7.

Two of the models do not fit directly into the Chaboche framework. Moosbrugger [50]
was the only author to provide some physical motivation for how the model parameters scale
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with temperature. His model allows for simulations over a wide temperature range, from
room temperature to above 600◦C. The evolution of the backstresses in the Ohno & Wang
formulation [52, 53, 1] uses a rival framework to that of Chaboche. Ohno & Wang models
evolve the backstress based on a critical state of dynamic recovery.

Chellapandi’s model is based on Moosburgger’s, recasting the model into a conventional
Chaboche form with parameters provided at discrete temperatures. The version of the
Yaguchi & Takahashi model considered in this report is that of [66], extended to three
dimensions in [68] and not the improved model developed in [68] . Unfortunately Yaguchi &
Takahashi only provided material coefficients for one temperature for the improved version.

3.3 Model evaluation

The suitability criteria developed at the start of this chapter eliminate the Ohno & Wang
and improved Yaguchi & Takahashi model from contention. These two models only provide
calibrated coefficients for 550◦ C meaning the formulations cannot be used for design situa-
tions with fluctuating thermal loads. Unfortunately, practical implementational issues also
eliminate the Moosburgger and Chellapandi models. There are severe typographical errors
in both manuscripts, meaning the printed model parameters do not correspond to the results
published in the studies. These issues could not be overcome via personal communication
with Moosburgger.

This leaves only the Koo & Kwon and Yaguchi & Takahashi models. These models
are fairly similar, both having the Chaboche form for the evolution of the backstress. The
Koo & Kwon model is an unmodified Chaboche formulation and uses the Voce isotropic
hardening term to represent cyclic softening. Yaguchi & Takahash modified the Chaboche
form by having an evolving a1 constant in the backstress evolution to account for cyclic
softening. They use a custom isotropic hardening model to account for dynamic strain aging
effects. The next chapter evaluates these two models by implementing full, 3D versions and
comparing results from the implemented models to the experimental database described in
Chapter 2.
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4 Implementation and performance of the Koo and Yaguchi models

This chapter describes the implementation and testing of two viscoplatic models for Gr. 91.
The models are tested against the data set described in Chapter 2, using the reduced set of
plots describing the data developed in Section 2.2. This requires running a large quantity of
material point simulations corresponding to the conditions of each experiment. After running
these simulations the data are collected into the same series of plots found in Section 2.2,
now including data series showing the model results overlayed on the points describing the
experiments.

The two models selected for implementation are Koo and Lee [42] and Yaguchi and
Takahashi [66]. Essentially these models were selected from the five identified in Chapter 3
because it is feasible to implement them in their full 3D form from the information available
in the publications describing their development. Both models were implemented into a
common material model library so that they have the same interface. To generate the data
required for the comparison plots drivers exercise the models under the correct experimental
conditions. Depending on the type of experimental loading, a driver will control the temper-
ature and either stress or strain history of a material point. Stress control requires inverting
the constitutive equations outlined below with Newton’s method. This required the imple-
mentation of five types of drivers: uniaxial tension, strain-controlled cyclic, stress-controlled
cyclic, creep, and stress-relaxation. The common material interface also simplifies the task
of later integrating one or both of these models into a finite element solver.

The model implementations were verified by comparing the results of simulations against
model results published along with the model description and by verifying the various deriva-
tives required for the implementation of the models with implicit integration using finite
differencing. Furthermore, the material model library implements the algorithmic tangent
required for quadratic convergence of the material point drivers and, later, an implicit finite
element solver. This required some development of both models beyond the information
presented in the corresponding publications.

The integration of both models and the calculation of the tangent follows a common
format. The rate equations

σ̇ =σ̇
(
σ,q, ε̇, T, Ṫ , t

)
(4.1)

q̇ = q̇
(
σ,q, ε̇, T, Ṫ , t

)
(4.2)

describe any viscoplastic model in terms of two functions of the stress σ, internal variables
q, strain rate ε̇, temperature T , temperature rate Ṫ , and time t. One function describes the
stress rate σ̇ while the other describes the evolution of the internal variables with time (q̇).
Both implemented models can be described with this form.

The stress update is an implicit integration of the two, coupled differential equations:

R1 =−σn+1 + σn + σ̇
(
σn+1,qn+1, ε̇n+1, Tn+1Ṫn+1, , tn+1

)
∆tn+1 = 0 (4.3)

R2 = −qn+1 + qn + q̇
(
σn+1,qn+1, ε̇n+1, Tn+1, Ṫn+1, tn+1

)
∆tn+1 =0. (4.4)
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Solving these residual equations gives the stresses and internal variables at the next time
step. The implementation solves the nonlinear equations via Newton’s method, requiring
the Jacobian given by

J =

[
Jσσ Jσq
Jqσ Jqq

]
=

[
−I + ∂σ̇n+1

∂σn+1
∆tn+1

∂σ̇n+1

∂qn+1
∆tn+1

∂q̇n+1

∂σn+1
∆tn+1 −I + ∂q̇n+1

∂qn+1
∆tn+1

]
. (4.5)

The algorithmic tangent in this context of small strains is the derivativeTn+1 = dσn+1/dεn+1.
The implementation solves for this derivative as an implicit function of derivative quantities
already computed for the Jacobian calculation described by Eq. 4.5. Assuming Newton’s
method proceeds to true convergence, where R1 = 0 and R2 = 0 then

dR1 =
∂R1

∂σn+1

: dσn+1 +
∂R1

∂qn+1

: dqn+1 +
∂R1

∂εn+1

: dε̇n+1 +
∂R1

∂Tn+1

: dTn+1 +
∂R1

∂tn+1

: dtn+1 = 0

(4.6)

dR2 =
∂R2

∂σn+1

: dσn+1 +
∂R2

∂qn+1

: dqn+1 +
∂R2

∂εn+1

: dε̇n+1 +
∂R2

∂Tn+1

: dTn+1 +
∂R2

∂tn+1

: dtn+1 =0.

(4.7)

Applying the implicit function theorem yields

Jσσ :
dσn+1

dε̇n+1

+ Jσq :
dqn+1

dε̇n+1

+
∂R1

∂ε̇n+1

+
∂R1

∂Tn+1

:
dTn+1

dε̇n+1

+
∂R1

∂Ṫn+1

:
dṪn+1

dε̇n+1

+
∂R1

∂tn+1

:
dtn+1

dε̇n+1

= 0

(4.8)

Jqσ :
dσn+1

dε̇n+1

+ Jqq :
dqn+1

dε̇n+1

+
∂R2

∂ε̇n+1

+
∂R2

∂Tn+1

:
dTn+1

dε̇n+1

+
∂R2

∂Ṫn+1

:
dṪn+1

dε̇n+1

+
∂R2

∂tn+1

:
dtn+1

dε̇n+1

=0.

(4.9)

This system of tensor equations can be solved for the algorithmic tangent. Assuming

1. there is no explicit time dependence or the time dependence is small compared to the
dependence on the physical variables

2. the temperature change is gradual

greatly simplifies the equations to

Jσσ : An+1 + Jσq :
dqn+1

dε̇n+1

+
∂R1

∂ε̇n+1

=0 (4.10)

Jqσ : An+1 + Jqq :
dqn+1

dε̇n+1

+
∂R2

∂ε̇n+1

=0 (4.11)

with An+1 = dσn+1

dε̇n+1
= ∆tn+1Tn+1. Solving for the tangent analytically gives

X =
∂σ̇n+1

∂ε̇n+1

∆tn+1 (4.12)

Y =
∂q̇n+1

∂ε̇n+1

∆tn+1 (4.13)
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Tn+1 =
1

∆tn+1

(
Jσσ − Jσq : J−1

qq : Jqσ
)−1

:
(
Jσq : J−1

qq : Y −X
)
. (4.14)

This method for calculating the tangent is convenient because it applies to any viscoplastic
material model. Using the integration algorithm outlined above, a model is completely
defined by the functions σ̇ and q̇, along with the partial derivatives of these functions with
respect to σ, q, ε̇, t, and T . The accuracy of the final integration algorithm was verified by
computing the algorithmic tangent at each step of an arbitrary strain history twice, once via
this integration algorithm and once by finite differencing. Both method produce identical
results to the limit of the accuracy of the finite difference method.

This method of integration differs somewhat from the classical methods found in Simo
and Hughes [60]. Typically, plasticity integration algorithms are described by a plastic flow
rule, a hardening rule, and, in the case of viscoplasticity, an equation for the plastic flow
rate:

ε̇p = γ̇g (σ,α) (4.15)
α̇ = γ̇h (σ,α) (4.16)
γ̇ = y (σ,α) . (4.17)

This form is a subset of the general method described here. The equations

σ̇ =C : (ε̇− yg) (4.18)
q̇ = yh (4.19)

with C the elastic tensor establish the connection between the two formulations.

4.1 Koo & Kwon model

The model presented in Koo and Kwon [41] for Gr. 91 is an unmodified Chaboche model
with three backstresses and without hardening memory terms [46]. The internal variable set
is

q =




σF
X1

X2

X3


 (4.20)

with σF the isotropic hardening variable and X =
∑3

i=1 Xi the Chaboche backstress. The
flow rule is associative to the von Mises yield surface

f = ‖s + X‖+

√
2

3
σF (4.21)

g =
∂f

∂σ
. (4.22)

Isotropic hardening has a Voce form

σ̇F = b [Q− σF ] y (4.23)
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E C1 C2 C3 γ1 γ2 γ3 b Q η n

500◦ C 157000 MPa 135000 MPa 123000 MPa 4000 MPa 100000 850 1 3 −80 MPa 701 MPa 10.5

550◦ C 155000 MPa 135000 MPa 107000 MPa 6000 MPa 100000 1000 1 4 −100 MPa 1265 MPa 6

600◦ C 150000 MPa 135000 MPa 61000 MPa 11000 MPa 50000 1100 1 5 −110 MPa 3075 MPa 3.6

Table 4.1: Material parameters provided in Koo and Kwon [41] for Gr. 91. Poisson’s ratio
was not given in the work as the implementation was uniaxial. The implementation here
assumes ν = 0.3.

while the backstresses evolve with the Chaboche form

Ẋ1 = −
(

2

3
Cin +

√
2

3
γiXi

)
y. (4.24)

The plastic strain rate is also a standard Chaboche form

y =

√
3

2

〈
f√
2/3η

〉n

. (4.25)

The paper provides the values of these parameters for T = 500◦C, T = 550◦C, and
T = 600◦C, listed in Table 4.1. Figure 4.1a, b, and c provides verification the implementation
matches the results from [41] . These three subfigures plot the hysteresis loops generated by
strain-controlled cyclic cycling of the material model at a)500◦C, b) 550◦C, and c) 600◦C
overlayed with model results reported in the paper.

A model could reasonably interpolate the parameters provided by Koo and Kwon [41]
within the range 500◦ to 600◦C but not outside this range. A full assessment of the model
versus the complete data set described above requires simulations at a large range of acti-
vation energies spanning from g = 0.1 to g = 0.8 as well as specific simulations at 550◦C.
Varying ε̇ from 10−6 s−1 to 1 s−1 at the temperatures with provided parameters produces a
range of the activation energy spanning from 0.29 to 0.51 – sufficient to interrogate a rea-
sonable range of unaxial properties. At creep strain rates of 10−9 s−1 this range decreases
to 0.60, so the comparison plots interrogate a good portion of the activation energy range
spanned by the experimental data.

Figure 4.2 a and b compares the Koo & Kwon model to the uniaxial tension test data
experimental data. Figure 4.2 (a) compares the values of the yield stress and (b) compares
the hardening slope – this model shows approximately linear hardening in the strain regime
of a uniaxial tension test. The model does not saturate in a reasonable period of time in
uniaxial tension and so does not compare well to the saturation stress data. These curves
plot three lines for the Koo & Kwon model, one for each temperature, and varying the strain
rate ε̇ provides the variation of the normalized activation energy.

Figure 4.3 compares cyclic softening data between the model and the experimental
database. Again, three lines show the results each parameter set (T = 500◦C, T = 550◦C,
and T = 600◦C), varying the strain rate to cause variation in the normalized activation
energy.

Figure 4.4 summarizes the response of the model to stress-controlled cyclic loading, in-
cluding the effect of a stress hold at the maximum tensile stress. Here the subfigures only
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a) b)

a)

Figure 4.1: Verification of the implementation of the Koo & Kwon model. Plots compare
results from the implemented model (black lines) for strain controlled cyclic deformation at
ε̇ = 10−4 s−1 in the strain range ±0.6% to results from Koo and Kwon [41] (dashed lines,
filled region) at a)500◦C, b) 550◦C, and c) 600◦C.
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Figure 4.2: Comparison of Koo & Kwon model to uniaxial tension experimental data: a)
yield stresses and b) initial hardening slope.
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Figure 4.3: Comparison of Koo & Kwon model to strain controlled cyclic softening tests.
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a) b)

c)

Figure 4.4: Comparison between Koo & Kwon model and experiments for stress-controlled
cyclic loading. a) Effect of load ratio R, b) effect of loading rate σ̇, and c) effect of hold time
(hold at maximum tensile stress).

show only results for the parameter set at the test temperature of T = 550◦C. Some of
the simulations halted before reaching the experimental number of cycles due to numerical
instability in the model.

Finally, Fig. 4.5 summarizes the primary creep (a) and minimum creep rates (b) predicted
by the model as a function of normalized activation energy. Here again there are three lines,
one for each of the temperatures for which Koo and Kwon [41] provide calibrated model
parameters. The lines on the plot, one for each temperature, correspond to a series of creep
simulations at different loads, from 0.25 to 1.0 σy.

The Koo & Kwon model does not represent tertiary creep. Under creep deformation it
starts deforming at some primary creep rate and then the creep strain rate decays exponen-
tially to a constant, secondary rate.
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Figure 4.5: Kocks-Mecking plots of the minimum creep rate (a) and primary creep rate (b)
comparing the Koo & Kwon model to the experiments.

4.2 Yaguchi & Takahashi model

Reference [66] describes the formulation of the Yaguchi & Takahashi model in 1D. They later
extended the model to three dimension in [67, 68]. This model has a modified Chaboche form
with two backstresses, including the static recovery terms. Unlike Koo & Kwon, who assigned
cyclic hardening to the isotropic hardening parameter, Yaguchi & Takahashi apply softening
in the kinematic hardening. They use the isotropic hardening parameter to represent strain
aging effects. The equations:

ε̇p = nṗ (4.26)

n =
3

2

σ′ −X′

J2 (σ′ −X′)
(4.27)

J2 (Y′) =

√
3

2
Y′ : Y′ (4.28)

ṗ =

〈
J2 (σ′ −X′)− σa

D

〉n
(4.29)

X = X1 + X2 (4.30)

Ẋ1 = C1

(
2

3
(a10 −Q)n−X1

)
ṗ− γ1J2 (X1)m−1 X1 (4.31)

Ẋ2 = C2

(
2

3
a2n−X2

)
ṗ− γ2J2 (X2)m−1 X2 (4.32)

Q̇ = d (q −Q) ṗ (4.33)
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Figure 4.6: Plots verifying the implementation of the Yaguchi & Takahashi model. a) Sim-
ulations of uniaxial tension tests at various strain rates. b) Simulations of stress relaxation
tests, with initial loading performed at various strain rates. The current implementation
exactly matches the results provided in [66] and so the curves fall directly on top of each
other.

σ̇a = b (σas − σa) ṗ (4.34)

b =

{
bh σas − σa ≥ 0

br σas − σa < 0
(4.35)

σas = 〈A+B log10 ṗ〉 (4.36)

describe the model. The internal variable database is q =
[
X1 X2 Q σa

]
with the

evolution of Q causing cyclic softening by changing the value of a1 in the first Chaboche
backstress evoluation equation.

In [66] Yaguchi & Takahashi provide temperature continuous interpolation of all the ma-
terial constants in the range 200◦C < T < 600◦C. This report omits the interpolation
formulas, which are described in the original reference. In general they are empirical cubic
polynomials or exponential formulas. [66] also provides the details of a non-isothermal im-
plementation of the model and evidence that it successfully represents the results of strain
rate and temperature jump tests. Figure 4.6 a and b verify the implementation here matches
the model described in Yaguchi & Takahashi’s publications. These figures are (a) tension
test simulations at increasing strain rates and (b) stress relaxation simulations, initially
loading the model at different strain rates, both comparing data from [66] to the model
implementation. These verification simulations are isothermal at T = 550◦C.

Yaguchi & Takahashi provide continuous interpolation for the model parameters, so data
spanning a range of normalized activation energies can be generated by varying the temper-
ature, the strain rate, or both. The uniaxial tension and cyclic softening results below vary
the activation energy by computing simulation results for a grid of temperature and strain
rates defined by the Cartesian product of T = {473, 523, 573, 623, 673, 723, 773, 823, 873} K
and ε̇ = {10−6, 10−5, 10−4, 10−3, 10−2, 10−1, 100} s−1. Creep simulations using the same pro-
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Figure 4.7: Comparison of Yaguchi & Takahashi model to uniaxial tension experimental
data: a) yield stresses and b) initial hardening slope.

cedure as for the Koo & Kwon model, described above, produces a range of normalized
activation energies for g = 0.18 to g = 0.78. Unlike the experimental data in general the
simulation data points do not fall along a single curve. Therefore, they are presented as
points rather than a continuous line in the plots.

Figure 4.7, 4.8, 4.9, and 4.10 compare the Yaguchi & Takahashi model to the experimental
data. These plots correspond to Figs. 4.2-4.5 described above for the Koo & Kwon model,
with the only difference being the plots present a single curve for the Yaguchi & Takahashi
model, spanning activation energies with the procedure described above. The yield stresses
are calculated with a 0.2% offset, with the initial hardening rate defined as the slope of the
hardening curve at at 0.4% offset. As with the Koo & Kwon model, in creep conditions the
Yaguchi & Takahashi saturates to a constant secondary creep rate and does not represent
tertiary creep behavior.

4.3 Model performance

For monotonic or cyclic loading at given values of constant temperature and strain rate
and for creep deformation at constant stress and temperature both models qualitatively
have the desired response. Monotonically the models yield, develop some small amount of
work hardening, and then soften. Increasing the temperature suppresses the period of initial
hardening – at high temperatures the models only soften. Both models have saturating
work softening under strain controlled cyclic loading described by exponential decay from
an initial value of flow stress to some terminal, softened flow stress. Under stress controlled
cyclic loading both models obey the general trends of 1) ratcheting rates increase as load
cycles become less symmetric, 2) increasing the hold time at peak tensile load increases the
amount of ratcheting, and 3) increasing the applied loading rate decreases the ratcheting
strain. In creep, both models begin deforming at an initial primary creep rate and the
deformation rate decreases exponentially to some terminal secondary creep rate.
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Figure 4.8: Comparison of Yaguchi & Takahashi model to strain controlled cyclic softening
tests.

Inaccuracy in the models falls into two general categories: qualitative discrepancy be-
tween the response at a given temperature and strain rate and temperature scaling schemes
that are incompatible with the hypothesis that temperature and strain rate effects are linked
via the Kock-Mecking normalized activation energy.

While qualitatively both models follow the trends of the experimental data for each type
of experiment, quantitatively neither model is accurate across all tested temperatures and
strain rates. In general, the Yaguchi & Takahashi is more accurate than the Koo & Kwon
model, which tends to overestimate the flow stress at all temperatures and strain rates. This
overestimation causes errors when comparing to monotonic tension tests but also affects the
remainder of the tests by providing an incorrect initial point for cyclic softening, ratcheting,
and creep simulations. The Koo & Kwon also fails to quantitatively predict the evolution of
ratcheting strain with the number of cycles in the stress controlled cyclic simulations, though
it does capture the correct trends. At higher temperatures this model also underpredicts the
amount of cyclic softening, leading to a higher softened flow stress than those observed in the
experiments. This model also tends to unconservatively underestimate the ratcheting strain
per cycle in stress controlled cyclic simulations. Primary and minimum creep rates are close
to the experimental values and the model conservatively overestimates both deformation
rates.

The Yaguchi & Takahashi suffers from similar quantitative errors. It overestimates the
monotonic yield stress at higher strain rates but quite accurately recovers the yield stress
at low rates. Similarly the model overestimates the saturated, softened flow stress for cyclic
deformation at higher strain rates. This model conservatively overpredicts the amount of
ratcheting strain per cycle in stress controlled fatigue simulations and furthermore accurately
models the effect of hold time and stress rate on ratcheting strain. However, it greatly
overestimates the ratcheting strain for highly non-symmetric load cycles. Unfortunately, for
low applied loads, the Yaguchi & Takahashi model can greatly underestimate the primary
and minimum creep rates.

Beyond quantitative inaccuracy at fixed temperatures the response of both models does
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a) b)

c)

Figure 4.9: Comparison between Yaguchi & Takahashi model and experiments for stress-
controlled cyclic loading. a) Effect of load ratio R, b) effect of loading rate σ̇, c) effect of
hold time (hold at max tensile stress).
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Figure 4.10: Kocks-Mecking plots of the minimum creep rate (a) and primary creep rate (b)
comparing the Yaguchi & Takahashi model to the experiments.

not correctly scale with temperature. While the experimental data for the yield stress,
hardening slope, softened flow stress, primary creep rate, and secondary creep rate all fall
along universal curves when plotted as functions of the Kocks-Mecking normalized activation
energy the model response for these quantities does not. Either incorrect strain rate scaling,
temperature scaling, or both could cause this problem. However, both models obey a Perzyna
strain rate relation of the form

ε̇ ∼
〈
f (σ)

D

〉n
. (4.37)

A relation between normalized activation energy and the logarithm of the stress implies a
rate law of the type

ε̇ ∼
(
f (σ)

D

)µb3

kT

(4.38)

which, for fixed T , is a Perzyna model. This explains why the model results fall onto
continuous curves on normalized activation energy plots for fixed temperature and varying
strain rate. However, the actual prediction of the Kocks-Mecking analysis of the experimental
data is that these relations should be bilinear functions of the stress rather than the nonlinear
relations demonstrated by the models.

A Kocks-Mecking model further predicts a particular temperature scaling relation that
neither implemented model matches. The Koo & Kwon model does not provide a tempera-
ture interpolation scheme and clearly the constants for each of the three provided temperature
do not produce results falling along the master curve predicted by the Kocks-Mecking anal-
ysis. Similarly, the temperature interpolation scheme provided by the Yaguchi & Takahashi
formulation (generally cubic polynomials) also does not follow the predicted scaling from
Kocks-Mecking analysis. This means that the model results for fixed strain rate but varying
temperature do not fall along a single master curve.

However, each of the models approximately recovers an aspect of the Kocks-Mecking
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analysis of the experimental data. For each temperature, the Koo & Kwon model produces
approximately log-linear results on normalized activation energy plots. However, each tem-
perature produces curves with different values of slope and intercept. Very roughly, the
slopes of these lines match with the non-zero, rate dependent portion of the master curve
found in Chapter 2.

While the Yaguchi & Takahashi produces curves that are not log-linear it does approxi-
mately recreate the bifurcated behavior of the experimental master curve. The yield stress
plot (Fig. 4.7) clearly illustrates this: the results have a clear discontinuity near g = 0.37,
which is near the rate-dependent/independent cutoff predicted by the analysis of the exper-
imental data.
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5 Modeling the rate sensitivity of advanced reactor structural ma-
terials

5.1 Introduction

Neither the Koo and Kwon nor Yaguhi and Takahashi models successfully recreate the Kocks-
Mecking master curve developed for Gr. 91 directly from the available experimental data.
Therefore, neither model is accurately representing rate sensitivity in the material requiring
the development of a new method to represent material rate sensitivity in a viscoplastic
material model over the expected range of plant operating temperatures and strain rates.

In the regime where creep and plasticity can be decoupled the superposition of creep and
plastic strains in a constitutive model is adequate for inelastic analysis. However, in the
regime where creep and plastic deformations are coupled the ASME code requires the use
of a unified viscoplastic model. The development of such models is ongoing for advanced
reactor materials [65, 57, 41]. A complete inelastic material model used for plant design
must also extend to the low temperature, rate independent regime to model plant shutdown
and cooling transients. Extending a viscoplastic material model to an approximately rate
insensitive response by using a large rate sensitivity exponent is an unsatisfying solution due
to the well-known numerical instability caused by the high stiffness of the resulting ordinary
differential equations [54].

This chapter proposes a model that can transition from a rate independent response at
low temperatures and fast strain rates to a rate dependent response at lower, creep strain
rates and high temperatures. This model incorporates the idea of a normalized thermal
activation energy developed by Kocks, Mecking, and co-workers [39, 40, 49] and described in
detail above. This activation energy describes the thermal energy available for a dislocation
to use to overcome microscale obstacles. This energy increases with increasing temperature
and decreases with increasing strain rate. Below some critical activation energy plastic flow
is rate insensitive. Above this critical value thermally-activated mechanisms (e.g. climb or
cross-slip) control the rate of deformation and plastic flow becomes rate sensitive.

As developed above for Gr. 91, the normalized activation energy concepts suggests a
master curve plotting the normalized energy versus the flow stress, at fixed state, normalized
by the temperature-dependent shear modulus [39]. Materials obeying the Kocks-Mecking
theory typically have master curves consisting of straight line segments. A slope of zero
indicates a rate-insensitive regime and a non-zero slope indicates rate sensitivity and provides
the constitutive form describing the material rate sensitivity as a function of temperature.
Chapter 2 developed this master curve for Gr. 91

This chapter proposes using a bilinear description of the master curve as a model for the
material flow stress that can transition between the rate dependent and rate independent
regimes. Previous researchers have addressed this problem by supplying a modified time
step to a viscoplastic model to emulate a rate independent response [63, 64]. Other previous
solutions include Bruhns and Rott [4] who included weighted rate dependent and independent
contributions to the inelastic strain, using an additional internal variable to change the
relative contributions of the two terms to transition between rate independent and dependent
behavior. Freed and Walker [29] developed a model which selects either a rate dependent
or independent step based on the current deviatoric stress. Fundamentally, this is the form
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(a) (b)

Figure 5.1: Rate sensitivity diagrams for Grade 91 steel. (a) Kocks-Mecking plot summariz-
ing experimental data and establishing bilinear fit. (b) 3D plot illustrating the dependence
of normalized flow stress on temperature and strain rate with the transition between rate
sensitive and insensitive behavior labeled.

the current model adopts. However the cutoff stress described by Freed and Walker is not
temperature dependent which, as shown below, does not agree with the known scaling of the
rate independent flow stress with the temperature-dependent shear modulus.

The method for modeling rate sensitivity and switching between rate sensitive and in-
sensitive steps developed here underlies the Grade 91 inelastic constitutive model developed
in the next section. Essentially, a complete model supplements the model for rates sensi-
tivity developed here with a model for material state evolution – flow stress hardening and
softening. In general, and particularly in the coupled creep/plasticity regime, a successful
model must first correctly represent the underlying material rate sensitivity before addressing
hardening and soften behavior.

5.2 Modeling the transition between rate sensitive and rate insensitive response

Figure 5.1 reproduces the Kocks-Mecking master curve generated for Gr. 91 in the previous
sections. The master curve shows a general trend: on the semilog scale an initial rate
insensitive regime with approximately zero slope followed by a transition to rate dependent
behavior at a critical activation energy with an approximately linear slope. The function

log
σf
µ

=

{
C g < g0

Ag +B g ≥ g0

(5.1)

represents this response. Only three of the the four parameters in this equation – A, B, C,
and g0 – are independent. Continuity of the two line segments determines the final constant.
Table 5.1 lists the constants describing the bilinear model for Gr. 91 calculated by nonlinear
least squares regression.
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Material g0 A B C
Gr. 91 0.374 -9.77 -1.41 -5.06

Table 5.1: Bilinear descriptions of the master curve for Gr. 91.

The idea of a critical value of activation energy separating rate dependent deformation
from rate independent deformation can be adapted into a model for the plastic deformation
of a material that spans the transition from rate independent to rate dependent response.
Consider the incremental interface a finite element solver typically uses to call a small de-
formation material model:

σn+1,hn+1 = f (∆εn+1,∆tn+1, Tn+1,hn) . (5.2)

A constitutive model, as defined by this interface, is a function that takes the strain increment
and time increment over the load step, ∆εn+1 and ∆tn+1, along with the temperature Tn+1

and the vector of history variables at the previous time step hn, and returns the stress and
history variables at the next time step σn+1 and hn+1. This interface obscures all details
of the model and the integration strategy but can accommodate both rate independent and
viscoplastic models. In this section consider two different material models described by
functions f1 and f2. The first model, defined by f1, is rate independent. This means that
strictly its functional form is

σn+1,hn+1 = f1 (∆εn+1, Tn+1,hn) , (5.3)

i.e. it does not depend on the time increment, only the strain increment. The second model,
defined by f2, is rate dependent.

Furthermore, assume that f1 and f2 have compatible hardening models. Two hardening
models are compatible if they have the same vector of internal variables h. With compatible
hardening models, given the strain increment, time step, and temperature a composite model
could call either the rate independent or rate dependent model to update the stress and
history variables. A composite model accounting for the rate-independent to rate-dependent
transition requires a method for selecting which type of step to take.

Consider more specific material updates. Let f1 be rate independent perfect plasticity,
solving the equations:

σ =C : (ε− εp) (5.4)

ε̇p = γ
∂f

∂σ
(5.5)

γ ≥ 0 (5.6)
f (σ, σY ) ≤ 0 (5.7)
γf (σ, σY ) = 0 (5.8)

γḟ (σ, σY ) = 0 (5.9)

for temperature-dependent elastic tensor C and a yield surface f (σ, σY ) controlled by a
single parameter σY , which can be a function of temperature. Let f2 be classical perfect
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Perzyna viscoplasticity, integrating the equations

σ =C : (ε− εp) (5.10)

ε̇p = γ
∂f

∂σ
(5.11)

γ =

〈
fn

η

〉
(5.12)

again for elastic tensor C, a yield surface f (σ, σY ) controlled by a single parameter σY , and
rate constants n and η. All these constants can be temperature dependent. In Eq. 5.12
〈〉are the Macaulay brackets. Suppose these two models have the same elastic constants and
yield/flow f surface and suppose for uniaxial stress states f (σ, σY ) = σ − σY . The models
have compatible hardening because the sets of history variables are the same: the empty set.

Given the bilinear description of the master curve described above in terms of the con-
stants g0, A, B, and C the composite model takes the form

σn+1,hn+1 = fcomposite (∆εn+1,∆tn+1, Tn+1,hn) . (5.13)

The model evaluates the function fcomposite as follows. First calculate the effective strain rate
over the step

ε̇n+1 =

√
2

3

∥∥∥∥
∆εn+1

∆tn+1

∥∥∥∥ (5.14)

and the normalized activation energy

gn+1 =
kTn+1

µn+1b3
log

(
ε̇0

ε̇n+1

)
(5.15)

with µn+1 the temperature dependent shear modulus corresponding to the step temperature
Tn+1. Then if g ≤ g0 take a rate independent step by setting

σY = µn+1e
C (5.16)

and solve Eqs. 5.4-5.9 to update to σn+1. If g > g0 take a rate dependent step by setting

σY = 0 (5.17)

n = − µb3

kTA
(5.18)

η =eBµε̇
kTA/(µb3)
0 (5.19)

and integrating Eqs. 5.10-5.12 to find the new stress tensor. Equations 5.18 and 5.19 are an
algebraic rearrangement of the linear part of the bilinear model of the master curves:

log
σf
µ

= Ag +B (5.20)

σf
µeB

=

(
ε̇

ε̇0

)−AkT/(µb3)
(5.21)

ε̇ =ε̇0

(
σf
µeB

)−µb3/(AkT )

. (5.22)
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Figure 5.2: This plot compares a series of simulated tests using the model described here
for Gr. 91 to the direct bilinear fit to the experimental data. The rate sensitivity of the
composite model causes all the simulated test data, for monotonic tension, creep, and stress
relaxation tests, to fall directly on the best fit line describing the experimental data.

The temperature dependent parameters n and η can be identified from this final expression.
Figure 5.2 shows results using this composite model for Gr. 91 rate sensitivity with

the constants identified in Table 5.1 and the temperature dependent elastic properties from
the ASME code. This figure represent a series of simulations: uniaxial tension at various
temperatures and strain rates, creep at various temperatures and applied loads, and stress
relaxation at a variety of temperatures and initial strains. The figure then plots the results
of these simulations on a Kocks-Mecking diagram, extracting the activation energy and flow
stress using the procedures developed above and overlays the bilinear description of the mas-
ter curve calibrated directly to the experimental The simulation results reproduce the best-fit
bilinear master curve meaning the composite model developed here exactly reproduces the
average rate sensitivity of Gr. 91.

5.3 Discussion

5.3.1 Plasticity mechanisms

The master rate sensitivity plots developed for Gr. 91 shows two types of behavior: a rate-
insensitive regime at high strain rates and low temperatures and a rate sensitive regime at
low strain rates and high temperatures. These two regimes relate to different microscale
behavior.

The master curve developed here attempts to compare different experiments on Gr. 91 at
fixed material state so the diagrams do not consider microstructure evolution. Dislocations
mediate plasticity in Gr. 91. At fixed state the rate sensitivity of the material will be
controlled by two processes: 1) dislocations moving between microstructural obstacles and
2) the process by which a dislocation overcomes an obstacle to continue its motion.

First consider the case of moderate strain rates where the average dislocation velocity
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is much faster than the rate of macroscale deformation. In this regime dislocations move
between obstacles nearly instantaneously and the process of overcoming obstacles sets the
material rate sensitivity. Here distinguish two types of behavior. First, with sufficient time
and thermal energy, a dislocation can overcome an obstacle with some thermally activated
process, for example dislocation climb or cross slip. Secondly, as additional dislocation
lines slip into the obstacle a pile up develops, increasing the stress field pushing the pinned
dislocations past the obstacle. Eventually the pile up will accumulate enough stress to push
a dislocation through the obstacle and continue its motion.

In actuality both mechanisms occur simultaneously and the stress of a pile up lowers
the energy barrier overcome with a thermal process. We assume dislocation move between
obstacles instantly so each obstacle will have some average number of dislocations piled
up, providing a force lowering the effective energy barrier of the obstacle. The average
number of dislocations in a pile up depends only on the structure of the material and not
any kinetic factors. In an average sense the flow stress in the material is equal to the stress
required to lower the energy barrier sufficiently to allow plastic flow at a given strain rate.
At fast strain rates and/or low temperatures there is not enough time for random atomic
motion to help the dislocation move past the obstacle. The flow stress, aided by the stress
induced by pileups, must be sufficient to force dislocations past obstacles. This stress is the
same regardless of the rate of deformation and is controlled entirely by the structure of the
material. However, the stress at the tip of a pileup scales with the material shear modulus
[34], which introduces a moderate temperature dependence. This mechanism controls plastic
flow in the rate independent regime identified in the master curves.

As the temperature increases or the strain rate decreases thermal activation becomes sig-
nificant in helping dislocations overcome obstacles. Decreasing the strain rate increases the
time dislocations spend at obstacles, increasing the chances that random atomic vibration
will move a dislocation past an obstacle. Similarly, as the temperature increases the mag-
nitude of random vibration increases likewise increasing the chance a dislocation will move
over an obstacle. These thermally activated mechanisms decrease the average flow stress
required to maintain a given deformation rate. In this regime both temperature and strain
rate significantly affect the flow stress. This is the rate dependent region identified above at
higher normalized activation energies.

5.3.2 Work hardening

The previous examples had either no work hardening or simple linear isotropic hardening
with a low work hardening rate. Figure 5.3 demonstrates the composite model works with
more sophisticated isotropic hardening schemes. This simulation of a strain rate jump test
uses the composite model for strain rate sensitivity developed above supplemented with Voce
isotropic hardening. The figure shows both the stress/strain curve and the work hardening
curve.

The work hardening curve illustrates how the composite model carries the evolution of the
history variables across strain rate jumps. After a transient, in the rate sensitive regime, the
work hardening curve is continuous across strain rates. This means that the work hardening
rate is continuous across a strain rate jump. The composite modeling approach described
here easily extends to more sophisticated models of combined isotropic and kinematic hard-
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Figure 5.3: Simulation using the calibrated strain rate sensitivity model at 750◦C and Voce
isotropic hardening. In the figure the black line plots the flow stress σf and the red line
plots the difference σf − σy with σy the yield stress at the current strain rate. This simu-
lation demonstrates the continuation of work hardening across the rate sensitive/insensitive
boundary and the ability of the model to transition from rate sensitive to rate insensitive
behavior and subsequently back to rate sensitive deformation. The labeled strain rates have
units of s−1.

ening provided the hardening model can be implemented in either a rate dependent or rate
independent form. Most common empirical hardening models meet this criteria [10].

5.3.3 Numerical performance

The composite model essentially merges two separate material models into a framework for
dealing with rate sensitivity. The numerical performance of each of the two sub-models, i.e.
the rate dependent and rate independent steps, depends on the integration strategies and
other implementation details and the performance of the sub-models can be tuned indepen-
dently from the overall composite modeling framework. However, one aspect of numerical
stability directly related to the composite model is the convergence of the global nonlinear
equilibrium equations when a load step spans the transition between rate independent and
rate dependent behavior. In addition to the updated stress and history variables a finite el-
ement method that implements solving the nonlinear incremental equilibrium equation with
a full Newton scheme also requires a material model return the algorithmic tangent

An+1 =
dσn+1

d∆εn+1

. (5.23)

These algorithmic tangents are integrated over the elements and assembled into the global
Jacobian matrix used to solve the nonlinear equilibrium equations with Newton iteration.
Here we assume that each of the two sub-models returns the correct algorithmic tangent
and the composite model simply returns tangent corresponding to the type of step. This
strategy ensures the overall Jacobian remains consistent with the material updates. However,
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Figure 5.4: Example simulation of a load history involving rapid strain rate oscillations. (a)
The strain rate history imposed on the model. (b) The resulting stress/strain curve.

the jump between a rate independent and rate dependent step could affect the continuity of
the equilibrium equations, affecting the convergence of the overall Newton scheme.

Figure 5.4 shows results from a simulation designed to test the numerical performance of
this transition between rate independent and rate dependent steps. This is a simulation of
a uniaxial test with applied strain rates given by the cosine wave shown in Fig. 5.4a. These
strain rates cause the simulation to oscillate between rate dependent and rate independent
behavior. The material model is the same one used to generate Fig. 5.3. Figure 5.4b
shows the resulting stress/strain hysteresis loop. Newton’s method converged quadratically
at each load step demonstrating the composite model did not affect the underlying quadratic
convergence of the rate independent and rate dependent sub-models.

This is a simple example. Good convergence with the composite model may require
additional continuity constraints on the underlying material models that have not been
uncovered in this work. The numerical stability of the composite method will be a topic of
future research.

5.4 Conclusions

The key results of this chapter are:

• A composite model for material rate sensitivity that can span across rate dependent
and independent regimes. This composite framework can form the basis for models
used for inelastic design of advanced reactor concepts because it can span the full range
of plant operating temperatures, from shutdown to high temperature transients.

• The parameters for the strain rate sensitivity for Grade 91, calibrated to the experi-
mental database.
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Combined with a model for work hardening/softening the composite modeling approach al-
lows for a complete constitutive model for the material ranging across an entire shutdown
or startup transient: from room temperature to operating temperature. A previous chapter
evaluated two existing viscoplastic models and uncovered problems in both their represen-
tation of rate sensitivity and their treatment of work hardening. This chapter provides a
method for accurately representing rate sensitivity. The next chapter describes developing
and calibrating a model for work hardening and softening in Gr. 91.
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6 Preliminary ANL constitutive model

6.1 Fitting a model with genetic algorithm optimization

The previous chapter determined a model for the rate sensitivity of Gr. 91. We use the
isotropic elastic constants tabulated in Section II, Part D of the ASME code for the model
elastic response. A complete model must add to these a model for work hardening and soft-
ening in the material. Given the combined creep/fatigue operating conditions of advanced
reactors this model must account for combined kinematic and isotropic hardening and their
interaction with creep. Three families of models exist in the literature, described in more
detail above: Chaboche [16, 9], Ohno and Wang [52, 53], and Krempl [43]. All three models
have different formulations and their various advantages and disadvantages have been de-
bated in the literature (c.f. [10]) but all are capable of representing the phenomena observed
in Gr. 91 under creep/fatigue conditions. From a survey of commercial finite element soft-
ware, the Chaboche model seems to be the most commonly implemented and so this chapter
focus on this model.

A Chaboche model has three parts: classical Perzyna rate dependence, an isotropic hard-
ening or softening model (classically Voce, but often modified by individual researchers), and
a superposition of backstresses determining the kinematic hardening. Including static recov-
ery terms often necessary to describe secondary creep each the evolution of each backstress
term under isothermal conditions is

Ẋi =

(
2

3
Cin−

√
2

3
γi (ε̄p)Xi

)
γ̇ − Ai

√
3

2
‖Xi‖ai−1 (6.1)

with constants Ci, γi, Ai, and ai to be determined from experimental data. The total
backstress is the superposition of one or more individual backstress terms

X =
n∑

i=1

Xi. (6.2)

We elect to use the combined Voce hardening/linear softening isotropic model described
above

σiso = R1

(
1− e−δ1ε̄p

)
− δ2ε̄p (6.3)

with ε̄p the equivalent plastic strain and R1, δ1, and δ2 constants to be determined.
Under non-isothermal conditions the temperature rate contributes to the evolution of

these internal variables. Whether this temperature contribution can be neglected depends
on both the heating/cooling rate experience over a plant loading cycle and on the values of
the constants defining the model.

After selecting the number of backstresses n conceptually the process of calibrating the
model at a given temperature is simple: for a set of parameters {Ci, γi, Ai, ai, R1, δ1, δ2} run,
for each experiment in the database, a corresponding simulation. Form a residual comparing
the experimental results to the model prediction. Form a total residual by combining the
weighted residuals from each experiment into a single scalar. Now the parameter calibration
process is an optimization problem: minimize this total residual.

The final model must be temperature dependent. To do this we use the concept of
temperature control points. A set of parameters is defined at each temperature in a set
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of temperatures {Ti}. For model evaluations at temperatures between these control points
parameters are linearly interpolated and the model evaluated with those interpolated param-
eters. Note this scheme is not the same as calibrating the model at fixed temperatures and
then interpolating the parameters between those points because the optimization method
used to select the parameters will carry through the interpolation. That is, the parameters
at the temperature control points will be influenced by experiments at other temperatures
via the optimization over the interpolated model. This should avoid the problems in the Koo
and Kwon [41] model, where parameters are only provided for discrete temperature points
with no explicitly provided interpolation scheme.

Several details make this a difficult optimization problem to solve. First, establishing
the gradient and Hessian of this residual is extremely difficult, meaning we must resort to
gradient free methods. This is not a large disadvantage, as local optimization strategies
are not optimal for this parameter estimation problem: there will likely be numerous local
minima we would in any event like to find a global minimum. Establishing the appropriate
weights for each experimental residual requires balancing the relative importance of each
type of loading with the number of available experiments and the confidence in each set of
experimental data. Finally, the Gr. 91 experimental database collects over 300 tests so each
evaluation of the complete residual requires 300 full viscoplastic simulations. This requires a
large amount of computing time and most gradient free optimization problems require many
evaluations of the residual on each iteration of the algorithm.

To decrease the time required to evaluate the residual we implemented a parallel evalua-
tion protocol using MPI to distribute the set of experiments/simulations to a large number of
processors (typically 80-100). The actual number of simulations assigned to each processor
are determined by an a priori approximation of the run time required for each simulation.
For example, the cyclic experiments take much longer to simulate because of the large cycle
count. Currently we use a simple residual weighting scheme. Consider the five basic types
of experiments available: tension, strain-controlled cyclic, stress-controlled cyclic, creep, and
stress relaxation. If in each category there are mi available tests the current method sets
the weight of each experiment in that category to 1/mi. Essentially this weights each type
of behavior equally.

We use a genetic algorithm (GA) optimization scheme to solve the gradient free global
optimization problem. Genetic optimization algorithms solve a global optimization problem
by an analogy to biological evolution [21, 51]. The algorithms maintain a population of com-
peting models, here each represented by a set of hardening parameters. For each iteration
of the algorithm the method evaluates the weighted residual of each member of the current
population, called the current or parent generation, through the parallel process described
above. These residual scores are called the fitness of each member of the population. Typi-
cally, GAs are posed as maximization problems so here we define the fitness of each member
of the population as the opposite of the residual. Then the GA selects the best members of
the population – those with the highest fitness – through some selection scheme. Pairs of
these best individuals are created and these pairs are used to produce new individuals for
the next, child population through some breeding or crossover scheme. Finally, mutation
operators may randomly change characteristics of the new population of children. Finally,
the child generation becomes the parent generation for the next iteration of the algorithm.
The process stops after some user-defined criteria is reached, for example the change in the
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Symbol Description Value
n Population size 50
e Elitism 5
k Tournament size 3
ξ Crossover probability 0.5
α Individual mutation probability 0.2
β Per-parameter mutation probability 0.05
η Polynomial mutation parameter 2.0

Table 6.1: Optimization hyperparameters used in this subsection.

residual of the best member of the population over two generations is small. The final result
of the scheme is the parameter set corresponding to the best member of the final generation
– the optimal set of parameters.

Genetic algorithms were originally defined for parameter sets describe by binary strings.
However, the methods extend to lists of real numbers, as for our particular problem. Let
the population size be n. We elected to use a tournament selection strategy to choose pairs
for crossover with tournament size k and probability p and elitism e. The best e members
of the parent generation are directly transferred to the child generation without crossover or
mutation. Then each of the n− e available slots are filled two at a time through a crossover
strategy. Each member of each pair is selected through a tournament: choose k members
of the parent generation randomly and select the most fit. Each pair creates two children
through a two point crossover strategy with probability ξ. With probability ξ − 1 directly
transfer the pair into the child population. With probability ξ select two points at random
in the two member’s chromosomes – the list of parameters describing the model. Swap the
parameters between these two points between the two parents to create two new children.
Finally, we perform bounded polynomial mutation with probability α, gene probability β,
and crowding degree η. For each child with probability 1 − α pass the child to the next
generation. With probability α mutate the child first. Loop over each parameter in the
set. For each parameter, with probability β perform a bounded polynomial mutation by
replacing that parameter with

pnew =

{
pold + δL

(
p− x(L)

)
u ≤ 0.5

pold + δR
(
x(U) − p

)
u > 0.5

(6.4)

δL = (2u)1/(1+η) − 1 (6.5)

δR =1− (2 (1− u))1/(1+η) (6.6)

where u is a random number between 0 and 1, η is a parameter, and x(L) and x(U) are lower
and upper bounds on the parameter, which must also be supplied by the user [22]. Finally,
the child population becomes the parent population of the next generation.

The parameters n, e, k, ξ, α, β, and η are hyperparameters which must be selected or
tuned to produce good convergence. Table 6.1 lists the values used in this study, selected
through a combination of a literature survey and trial and error. The genetic algorithm
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Figure 6.1: Plot illustrating the convergence of the genetic algorithm optimization method.

optimization is implemented in Python using the DEAP library [23] using PyMPI to eval-
uate the fitness of the population in parallel. The model of model backstresses is also a
hyperparameter that cannot be selected through the optimization. In this section we use
two backstresses, matching the choice of Yaguchi and Takahashi [66]. The parameter bounds
are selected as to only help keep the model in a feasible region where the simulations of each
experiment can converge and not to limit the optimization procedure. Figure 6.1 demon-
strates that with these hyperparameters the optimization scheme convergences with a few
hundred iterations to a stable, minimum residual.

Figures 6.2 - 6.7 summarize results from the “naive” GA optimization approach where
the algorithm initializes with 50 random individual – 50 random parameter sets within the
provided bounds. These plots compare a series of experiments and corresponding results
from three models: the current, GA optimized model, the Koo & Kwon model, and the
Yaguchi & Takahashi model. Each plot shows results for a certain type of loading, varying
a single loading parameter. In order:

1. Uniaxial tension at differing strain rates.

2. Creep at differing hold stresses.

3. Stress relaxation at differing initial strains.

4. Stress controlled cycling with σmax = 400 MPa and different stress ratios.

5. Stress controlled cycling with fully reversed loading and variable hold times.

6. Stress controlled cycling with fully reversed loading at different strain rates.

Where there is available data each plot has two subfigures: a) at T = 550◦C and b) at
T = 600◦C.

The automatically-calibrated model shows good results for uniaxial loading, generally
outperforming the existing models. Its performance is also reasonable for creep and stress
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Figure 6.2: Plot comparing the GA model to experimental data, the Koo & Kwon model,
and the Yaguchi model for uniaxial tension loading at various strain rates. Subfigure a)
shows results for T = 550◦C and b) shows results for T = 600◦C.
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Figure 6.3: Plot comparing the GA model to experimental data, the Koo & Kwon model,
and the Yaguchi model for creep loading at various stresses. Subfigure a) shows results for
T = 550◦C and b) shows results for T = 600◦C.
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Figure 6.4: Plot comparing the GA model to experimental data, the Koo & Kwon model,
and the Yaguchi model for stress relaxation at at various initial strains. Subfigure a) shows
results for T = 550◦C and b) shows results for T = 600◦C.
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Figure 6.5: Plot comparing the GA model to experimental data, the Koo & Kwon model, and
the Yaguchi model for stress controlled cyclic loading at various stress ratios at T = 550◦C.
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Figure 6.6: Plot comparing the GA model to experimental data, the Koo & Kwon model,
and the Yaguchi model for fully-reversed stress controlled cyclic loading with various hold
times at peak load at T = 550◦C.
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Figure 6.7: Plot comparing the GA model to experimental data, the Koo & Kwon model,
and the Yaguchi model for fully-reversed stress controlled cyclic loading with various stress
rates at T = 550◦C.
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relaxation, again outperforming existing models. However, for stress-controlled cyclic defor-
mation all three models have difficulty, particularly in capturing the effect of stress ratio.
Gr. 91 ratchets even under fully-reversed cyclic loading, likely due to tension/compression
asymmetry [67, 68]. None of these models attempt to capture this asymmetry and so do not
correctly represent material ratcheting effects. Furthermore the model has some difficulty
capturing ratcheting softening – increasing ratcheting rates with increasing cycles, a behavior
that that Yaguchi model correctly captures.

However, the automatically-calibrated model is approximately as accurate as these figures
indicate across the entire temperature range – room temperature to 650◦C. Koo & Kwon
only attempted to fit coefficients for T = 500◦C, T = 550◦C, and T = 600◦C and Yaguchi
& Takahashi only provide interpolation formula in between 200◦C and 600◦C. Furthermore,
because the calibrating process is automatic it is straightforward to fit a new model with a
new form or with a modified optimization method.

6.2 Improved calibration strategy

Several defects of the GA optimization strategy were described in the previous section. The
optimization results are sensitive to the initial population and the selected parameter ranges.
The model can sacrifice a solution that, with the benefit of engineering judgment, seems
better overall to reduce the residual on another type of test or at another temperature by
sacrificing one particular experiment/simulation pair. One way to overcome these problems
is to “seed” the initial population with manually-calibrated parameter sets. This has the
advantage of introducing engineering judgement into the process without sacrificing the
formal minimization of the residual over the complete data set.

Manually calibrating a parameter set can be a very long and tedious even at a single
temperature. Figures 6.8 to 6.13 present results for a manually tuned model at T = 550◦C.
These plots are of the same type as Figs. 6.2 - 6.7 above.

This manually-tuned model outperforms the existing models for all types of loading, with
the exception of material ratcheting under different stress ratios. Again, all three models
fail to capture the observed material response because none of the models incorporates
tension/compression asymmetry. However, the results of the manual calibration process
provide a clear path forward for improving the overall model results: manually calibrate a
few other temperature control points, add this set of parameters to the initial GA population,
and have the GA optimization automatically improve the model to optimize its performance.

6.3 Conclusions and ongoing work

This section demonstrates a complete framework for calibrating inelastic material models.
With sufficient data, already collected for Gr. 91, GA algorithms started with manually-
calibrated exemplar individuals can automatically tune and improve the model parameters
to match the average material response. This is a critical point: all work on Gr. 91, and
most work on other structural materials, typically aims to calibrate a model to a particular
set of data, typically a series of experiments performed by the researcher. This approach
is not adequate for inclusion in the ASME code. Such a model must capture the average
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Figure 6.8: Plot comparing the manually calibrated model to experimental data, the Koo &
Kwon model, and the Yaguchi model for uniaxial tension loading at various strain rates at
T = 550◦C.
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Figure 6.9: Plot comparing the manually calibrated model to experimental data, the Koo &
Kwon model, and the Yaguchi model for creep loading at various stresses at T = 550◦C.
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Figure 6.10: Plot comparing the manually calibrated model to experimental data, the Koo
& Kwon model, and the Yaguchi model for stress relaxation at at various initial strains at
T = 550◦C.
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Figure 6.11: Plot comparing the manually calibrated model to experimental data, the Koo
& Kwon model, and the Yaguchi model for stress controlled cyclic loading at various stress
ratios at T = 550◦C.
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Figure 6.12: Plot comparing the manually calibrated model to experimental data, the Koo &
Kwon model, and the Yaguchi model for fully-reversed stress controlled cyclic loading with
various hold times at peak load at T = 550◦C.
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Figure 6.13: Plot comparing the manually calibrated model to experimental data, the Koo &
Kwon model, and the Yaguchi model for fully-reversed stress controlled cyclic loading with
various stress rates at T = 550◦C.
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behavior of the material, including all material batch variation. Furthermore, the final model
must be well supported by a large quantity of experimental data in order to give designers
confidence in using the model for advanced reactor design calculations.

While the Gr. 91 data set is extensive it still has gaps that makes calibrating an accurate
model across the full temperature range difficult. For example, there is limited low temper-
ature (< 200◦C) data available in the literature and more experiments are required to fully
characterize material ratcheting across the full operating temperature range. These needs
require close collaboration with the ongoing experimental program on Gr. 91.

One gap in all the models considered here is the lack any mechanism for developing ten-
sion/compression asymmetry, which impacts the performance of the models when compared
to experimental ratcheting data. Future work will investigate approaches for accounting for
these effects.
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7 Conclusions and future work

7.1 Experimental data and existing models

This report describes a substantial collection of experimental data on Gr. 91 – over 300
experiments all standardized into a machine-readable XML format for easy access. Five
previous Gr. 91 material models were identified and two implemented and compared to
experimental data.

Future experimental work should focus on filling in gaps in the experimental database in
order to cover the full temperature range, from room temperature to the maximum use tem-
perature of 650◦C required in the Code for Gr. 91. Additional experiments are required to
better-characterize material ratcheting at all temperatures. Furthermore, the experimental
database should be updated as new information becomes available, for example long term
creep experiments currently in progress.

Finally, looking ahead, integrated experiments on realistic plant geometries are needed
for the final validation of material models for Gr. 91 and other advanced reactor structural
materials. Some such experiments were performed in the past supported by DOE and in-
dustry, but new experimental techniques such as high resolution digital image correlation
(DIC) could provide better experimental data that can better validate simulation results
and provide greater confidence in inelastic modeling to the design community. These ex-
periments could provide the “ground truth” need to promote wider adoption of design by
inelastic analysis, potentially leading to more efficient, economical plant designs.

7.2 New constitutive models

An optimization framework was develop to calibrate a particular model form to match the
average response of a large series of experimental tests. This approach is in contrast to
previous model development efforts which tend to look at a single set of experimental data.
The approach of matching the average response of a large experimental database is more
appropriate for a model to be included in the ASME code.

One rational approach for fitting a model to a large data set with high scatter caused by
batch variation is to pose a formal optimization problem. This report describes formulating
such an optimization problem and then searching for a global minimum via genetic algorithm
optimization and performs the optimization over the current experimental database to gen-
erate a preliminary, trial model. The results of this naive GA optimization strategy can be
improved by including manually-calibrated “exemplar” models in the initial GA population.
This report calibrated such an exemplar for 550◦C.

Calibrating a final Gr. 91 model has three prerequisites: 1) collecting experimental
data to fill in the lower temperature gaps in the experimental database, 2) fitting more
exemplars at other temperatures, and 3) including a mechanism in the model to allow for
tension/compression asymmetry, to capture material ratcheting under fully-reversed loading.
These tasks will be addressed in next fiscal year to produce a final constitutive model.
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A XML Data Format

The experimental data collected for this report have been collated into an XML format for
easy querying and sampling. A separate XML file with root xml tag <material name=”gr91”>
collects the data from a group of experiments. This XML database format could be extended
in the future to cover other materials of interest by adding entries with different material
names. A simple python script merges all the XML files into a single XML database under
a common root tag, merging all data for a given material into the same sub tag.

Each material tag contains a collection of experiments, described by the <experiment>
tag. The type attribute of this tag describes the type of experiment: monotonic, cyclic, or
relaxation with each type allowing for either stress or strain controlled deformation. The ex-
ample at the end of this appendix shows one instance of each experiment type, demonstrating
the data and metadata stored for each experiment.

Storing the experimental data in an XML database allows a user to easily query the
database for particular experiments of interest using the XPath syntax. For example, the
query

experiment[@type="cyclic"][control="stress"][value>390.0][ratio<-0.5]

finds all stress controlled cyclic experiments with applied stress greater than 390 MPa and
stress ratio less than -0.5. As another example the query

experiment[@type="monotonic"][control="strain"][temperature>525]
[temperature<575][strain]

finds all strain controlled monotonic experiments (i.e. monotonic tension tests) conducted
at temperatures between 525 K and 575 K and containing full stress/strain data, as some
experiments only report yield and ultimate tensile stress.

The implementation of this database includes python scripts to load text data from the
XML files and convert it to a numerical format – either python floating point numbers or
numpy arrays. Additionally, the scripts automatically handle the conversion of units between
different systems. These units are included in the xml data using units attributes on tags
holding the data. Additional scripts can post-process data to include useful additional infor-
mation in the XML files. For example, scripts can generate yield stresses from stress/strain
data and creep rates from creep strain versus time information.

The following provides an example XML file for a set of experiments, showing one entry
for each type of experiment that the report identified for Gr. 91. In this listing ellipses (...)
indicate information omitted from the reproduction here but that would be present in the
actual file. For example, only the first few entries in a stress/strain curve are reproduced to
avoid overflowing the page.

<mate r i a l name="gr91">
<!−− A un i ax i a l t en s i on t e s t −−>
<experiment type="monotonic">

<source>Yaguchi and Takahashi (1999)</ source>
<specimen>So l i d bar , diameter = 10 mm</specimen>
<contro l>s t ra in </cont ro l>
<tes t type>un iax ia l </tes t type>
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<d i r e c t i on >unknown</d i r e c t i on >
<tc>tens ion </tc>
<pre s su r e un i t s="MPa">0.0</pressure>

<temperature un i t s="ke l v i n ">823.15</ temperature>
<rat e un i t s="1 / second">0.001</ rate>
<s t r a i n un i t s="d imens i on l e s s " >0.0 ,0 .0002092 , . . . </ s t r a in>
<s t r e s s un i t s="MPa" >0.0 ,41 .7 , . . . </ s t r e s s >
<time un i t s="second " >0.0 ,0 .2092 , . . . </ time>
<youngs un i t s="MPa">138075.630898</youngs>
<y i e l d un i t s="MPa">420.339481696</ y i e ld>

</experiment>

<!−− A s t r e s s c on t r o l l e d c y c l i c t e s t −−>
<experiment type="c y c l i c ">

<source>Yaguchi and Takahashi (2005)</ source>
<specimen>So l i d bar , diameter = 10 mm</specimen>
<contro l>s t r e s s </cont ro l>
<tes t type>un iax ia l </tes t type>
<d i r e c t i on >unknown</d i r e c t i on >
<temperature un i t s="ke l v i n ">823.15</ temperature>
<rat e un i t s="MPa / s">50.0</ rate>
<pre s su r e un i t s="MPa">0.0</pressure>
<cyc le >9 .0 , 18 . 0 , . . . </ cyc le>
<value un i t s="MPa">400.0</value>
<r a t i o un i t s="d imens i on l e s s ">0.0</ ra t i o>
<max un i t s="d imens i on l e s s " >0.0054348 ,0 .0092924 , . . . </max>

</experiment>

<!−− A s t r a i n c on t r o l l e d c y c l i c t e s t −−>
<experiment type="c y c l i c ">

<source>Yaguchi and Takahashi (2005)</ source>
<specimen>Unknown</specimen>
<contro l>s t ra in </cont ro l>
<tes t type>un iax ia l </tes t type>
<d i r e c t i on >unknown</d i r e c t i on >
<temperature un i t s="ke l v i n ">823.15</ temperature>
<rat e un i t s="1 / second">0.001</ rate>
<pre s su r e un i t s="MPa">0.0</pressure>
<value un i t s="d imens i on l e s s ">0.01</value>
<r a t i o un i t s="d imens i on l e s s ">−1.0</ ra t i o>
<cyc le >1 .0 , 2 . 0 , . . . </ cyc le>
<max un i t s="MPa" >429.16 ,422 .976 , . . . </max>
<min un i t s="MPa">−439.824 ,−432.472 ,.. . </min>

</experiment>
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<!−− A creep t e s t −−>
<experiment type="r e l a x a t i o n">

<source>Swindeman 1999</ source>
<specimen>Unknown</specimen>
<contro l>s t r e s s </cont ro l>
<tes t type>un iax ia l </tes t type>
<d i r e c t i on >unknown</d i r e c t i on >
<temperature un i t s="ke l v i n ">977.15</ temperature>
<pre s su r e un i t s="MPa">0.0</pressure>
<rat e un i t s="MPa / s">0.01</ rate>
<tc>tens ion </tc>
<value un i t s="MPa">27.6</value>
<time un i t s="second " >1393200.0 ,1702800.0 , . . . </ time>
<re l ax un i t s="d imens i on l e s s " >0.004975 ,0 .00581 , . . . </ re lax>
<r e l a x r a t e un i t s="1 / second ">2.69702842377e−09 , . . . </ r e l ax ra t e >

</experiment>

<!−− A s t r e s s r e l a x a t i o n t e s t −−>
<experiment type="r e l a x a t i o n">

<source>Yaguchi and Takahashi (1999)</ source>
<specimen>So l i d bar , diameter = 10 mm</specimen>
<contro l>s t ra in </cont ro l>
<tes t type>un iax ia l </tes t type>
<d i r e c t i on >unknown</d i r e c t i on >
<tc>tens ion </tc>
<pre s su r e un i t s="MPa">0.0</pressure>
<temperature un i t s="ke l v i n ">823.15</ temperature>
<rat e un i t s="1 / second">0.001</ rate>
<value un i t s="d imens i on l e s s ">0.015</value>
<time un i t s="second " >0.0 ,1067 .0 , . . . </ time>
<re l ax un i t s="MPa" >452.12 ,214 .36 , . . . </ re lax>
<r e l a x r a t e un i t s="MPa / second ">−0.222830365511 ,. . . </ r e l ax ra t e >

</experiment>
</mater ia l>
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